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Abstract

■ During active scene perception, our eyes move from one
location to another via saccadic eye movements, with the eyes
fixating objects and scene elements for varying amounts of
time. Much of the variability in fixation duration is accounted
for by attentional, perceptual, and cognitive processes asso-
ciated with scene analysis and comprehension. For this reason,
current theories of active scene viewing attempt to account for
the influence of attention and cognition on fixation duration.
Yet almost nothing is known about the neurocognitive systems
associated with variation in fixation duration during scene
viewing. We addressed this topic using fixation-related fMRI,
which involves coregistering high-resolution eye tracking and

magnetic resonance scanning to conduct event-related fMRI
analysis based on characteristics of eye movements. We ob-
served that activation in visual and prefrontal executive con-
trol areas was positively correlated with fixation duration,
whereas activation in ventral areas associated with scene en-
coding and medial superior frontal and paracentral regions
associated with changing action plans was negatively correlated
with fixation duration. The results suggest that fixation duration
in scene viewing is controlled by cognitive processes associated
with real-time scene analysis interacting with motor planning,
consistent with current computational models of active vision
for scene perception. ■

INTRODUCTION

When we actively view a scene, our eyes move from loca-
tion to location, fixating objects and other scene ele-
ments for varying amounts of time (Henderson, 2011,
2013; Henderson & Hollingworth, 1999). Fixation dura-
tion averages 300 msec during active scene viewing, with
considerable variability around this mean (Henderson,
2011; Rayner, 2009; Land & Hayhoe, 2001; Buswell,
1935). An important research question in scene percep-
tion is therefore the nature of the processes that deter-
mine fixation duration (Nuthmann, Smith, Engbert, &
Henderson, 2010). Fixation duration is affected by visual
quality manipulations, with longer durations for lower-
quality images (Loftus, 1985). Similarly, viewing task influ-
ences fixation duration. For example, longer average
durations are observed during scene memorization than
search (Mills, Hollingworth, Van der Stigchel, Hoffman, &
Dodd, 2011; Nuthmann et al., 2010; Castelhano, Mack, &
Henderson, 2009; Henderson, Weeks, & Hollingworth,
1999). These average effects could be due to differences
in global fixation duration parameters set for a specific
level of scene clarity or task or to moment-to-moment
oculomotor decisions concerning current visual and
cognitive processing. The hypothesis that fixation dura-
tion reacts to (and reflects) transitory aspects of scene

analysis in real time has been referred to as direct control
(Henderson & Pierce, 2008).

Consistent with direct control, a series of studies has
demonstrated that fixation duration is sensitive to the
availability of useful scene information in that fixation.
These studies initially used a scene onset delay paradigm
(Morrison, 1984), in which a saccade-contingent display
change technique allows the viewed scene to be occa-
sionally removed from the display while the participant’s
eyes are in saccadic movement from one location to
another (Luke, Nuthmann, &Henderson, 2013; Henderson
& Smith, 2009; Henderson & Pierce, 2008). In this way,
the scene is not visible at the beginning of the next critical
fixation. After a predetermined delay, the scene returns to
the display. The duration of the delay is varied, and the
influence of the delay on the duration of the critical fixa-
tion is measured. In studies using this paradigm, a large
population of fixations shows a strong positive linear rela-
tionship between delay duration and fixation duration,
suggesting that these fixations are controlled directly and
in real time by the current scene image.

Results from several other paradigms provide converg-
ing evidence that fixation duration is under direct control
during scene viewing. For example, in the scene degrada-
tion paradigm, the image quality of a scene is reduced
during a saccade just before a critical fixation so that qual-
ity is lower when the eyes land (Henderson, Nuthmann,
& Luke, 2013). Then, during the saccade that terminates
the critical fixation, the scene returns to its base quality.University of South Carolina
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When quality is lowered by reducing luminance, critical
fixation duration increases monotonically as luminance
decreases (Walshe & Nuthmann, 2014; Henderson
et al., 2013). These effects generalize to other image
manipulations; for example, fixation duration also in-
creases monotonically as the scene becomes more blurred
by spatial frequency filtering (Henderson, Olejarczyk,
Luke, & Schmidt, 2014; Glaholt, Rayner, & Reingold,
2013). Furthermore, the opposite effect is also seen:
Critical fixations can be reduced in duration when scenes
become less blurred during the critical fixation (Henderson,
Olejarczyk, et al., 2014). Finally, results from survival analy-
ses of fixation durations in scene viewing indicate a direct
influence of scene on the duration of the first scene fixation
(Glaholt & Reingold, 2012). Together these results indicate
that the durations of fixations during scene viewing are
under real-time control of current scene processing.

To account for the control of fixation duration during
scene viewing, we developed a theory of active scene
perception and implemented it as CRISP (Controlled
Random-walk with Inhibition for Saccade Planning), a
working computational model (Nuthmann et al., 2010).
CRISP is predicated on two main assumptions (Figure 1).
First, saccade programming is initiated by a random walk
timing process. Second, consistent with direct control,
ongoing perceptual and cognitive processes associated
with current scene analysis can influence the random
walk via moment-by-moment modulation of the transi-
tion rate. An increase in the random walk’s transition rate

leads to increased time before the next saccade program
is initiated and therefore longer fixation duration. In
addition, when a saccade program has already been
initiated, processing difficulty can cancel that program if
it is still in a labile state (Becker & Jurgens, 1979), a
common assumption in gaze control models (Reichle,
Rayner, & Pollatsek, 2003; Reichle, Pollatsek, Fisher, &
Rayner, 1998). The CRISP model is able to account for
fixation duration distributions observed during scene
viewing, differences in fixation duration distributions
across tasks, and the observed influence of the stimulus
onset delay paradigm on fixation durations (Nuthmann
et al., 2010).
In summary, there is good behavioral evidence for

direct control of fixation duration during scene viewing, and
direct control has been successfully modeled (Nuthmann
et al., 2010). However, almost nothing is currently known
about the neurocognitive systems associated with these
processes. To investigate this topic, we simultaneously
recorded and coregistered eye movements and fMRI
while participants viewed digitized photographs of real-
world scenes. We then conducted fixation-related (FIRE)
analysis of the fMRI data (Richlan et al., 2014; Marsman,
Renken, Velichkovsky, Hooymans, & Cornelissen, 2011).
Our goal was to identify regions participating in the net-
work supporting active scene viewing by localizing neural
activation correlated with the durations of fixations.
During the study, participants viewed 22 scenes for 12 sec

each in preparation for a later memory test. This viewing
task has several advantages over unconstrained free view-
ing. First, in free viewing, participants tend to generate
their own implicit task, with unknown variability in this task
across participants. Second, the memory task has been
used extensively in the eye movement literature, and so
its relationship to eye movements is well known (Mills
et al., 2011; Nuthmann et al., 2010; Castelhano et al.,
2009; Henderson et al., 1999). When participants actively
view scene images in this task, they distribute fixations
over the majority of the scene and they generate consider-
able variability in fixation durations. Furthermore, fixation
time correlates with memory performance (Williams,
Henderson, & Zacks, 2005; Hollingworth & Henderson,
2002). Third, fixation duration in this task has been suc-
cessfully modeled, providing plausibility for the assump-
tion that cognition and eye movement control interact
during scene viewing (Nuthmann et al., 2010). Finally,
scene analysis and encoding is associated with activity in
medial-temporal brain regions including hippocampus and
posterior parahippocampal gyrus (Staresina, Duncan, &
Davachi, 2011; Henderson, Larson, & Zhu, 2007; Epstein &
Kanwisher, 1998; Grady, McIntosh, Rajah, & Craik, 1998;
Gabrieli, Brewer, Desmond, & Glover, 1997). We therefore
have a priori reason to predict a correlation between fixa-
tion duration and activity in this region. The main issue
we addressed, then, was the nature of the cortical network
that is associated with fixation duration during active scene
viewing.

Figure 1. Schematic of CRISP model (Nuthmann et al., 2010). Fixation
duration is generated by a random walk timing signal. The signal
accumulates toward a threshold. Accumulation rate is affected by
ongoing perceptual and cognitive processing. Once the threshold is
reached a new saccade program is initiated. The saccade program
enters a labile stage, which signals the engagement of the oculomotor
system. Saccade programs can be cancelled in the labile stage by
inhibition. At the end of the labile stage, a point of no return is reached.
During the following nonlabile stage, the saccade can no longer be
cancelled. Finally, the saccade is executed. Fixation durations are the
time intervals between successive saccades.
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METHODS

Participants

Data from 31 right-handed participants (12 men), aged
18–35 years (mean = 21.45 years), were included in
the analysis. Participants were recruited from the
Columbia, South Carolina, community, were all native
speakers of English, and reported normal or corrected-
to-normal vision. All participants gave informed consent,
were screened for MRI safety, and were given $10 per hour
for participation. Data from two additional participants
were removed from analysis, one due to a technical prob-
lem with the scanner and the other due to falling asleep
during the experiment.

Stimuli

Twenty-two digitized photographs of real-world scenes
taken from a large database of scene images compiled
over several years were presented. All of these images
depict tokens of common indoor and outdoor environ-
ments (Figure 1) and have been used in previous eye-
tracking studies (Henderson et al., 2013; Nuthmann
et al., 2010; Henderson & Pierce, 2008).

Apparatus

Stimuli were presented using an Avotec (Stuart, FL)
Silent Vision 6011 projector in its native resolution
(1024 × 768) at a refresh rate of 60 Hz. Eye movements
were recorded via an SR Research (Ontario, Canada) Eye-
link 1000 long-range MRI eyetracker sampling at 1000 Hz.
Viewing was binocular, and eye movements were re-
corded from one eye.

Procedure

Participants were instructed to view each scene in prepa-
ration for a later memory test. Each functional run included
11 scene trials as well as 33 trials in which participants
completed three tasks involving text that were not relevant
to this study. Each scene (trial) was presented for 12 sec.
Scenes were presented in random order across partici-
pants. Presentation of scene versus filler trials was random-
ized for each participant. An intertrial interval of 6 sec was
inserted between each trial. Each functional run lasted
about 14 min.

Eye Movement Data Acquisition

A 13-point calibration procedure was administrated in the
scanner before each functional run to map eye position
to screen coordinates. Successful calibration required an
average error of less than 0.49° and a maximum error of
less than 0.99°. A fixation cross was presented in the center
of the screen before each scene trial. Eye movements were
recorded throughout each functional run.

fMRI Data Acquisition

MR data were collected on a Siemens Medical Systems 3T
Trio. A 3-D T1-weighted MP-RAGE RF-spoiled rapid flash
scan in the sagittal plane and a T2/PD-weighted multi-
slice axial 2-D dual Fast Turbo spin-echo scan in the axial
plane were used. The multiecho whole-brain T1 scans
had 1-mm isotropic voxel size and sufficient field of view
to cover from the top of the head to the neck with the
following protocol parameters: TR = 2530 msec, TE1 =
1.74msec,TE2=3.6msec,TE3=5.46msec,TE4=7.32msec,
flip angle = 7°. All functional runs were acquired using
gradient-echo, echo-planar images with the following pro-
tocol parameters: TR = 1850 msec, TE = 30 msec, flip
angle = 75°. Volumes consisted of thirty-four 3-mm slices
with transversal orientation. Each volume covered the whole
brain with a field of view of 208 mm and 64 × 64 matrix,
resulting in a 3.3 × 3.3 × 3.0 mm voxel size.

fMRI Analysis

The AFNI software package (Cox, 1996) was used for image
analysis. Within-subject analysis involved slice timing cor-
rection, spatial coregistration (Cox & Jesmanowicz, 1999),
and registration of functional images to the anatomy (Saad
et al., 2009). Voxel-wise multiple linear regression was per-
formed with the program 3dREMLfit, using reference
functions representing each condition convolved with a
standard hemodynamic response function. Reference
functions representing the six motion parameters were
included as covariates of no interest. In addition, the signal
extracted from CSF was also included as noise covariates of
no interest.

To examine the areas with activation correlated with
fixation duration, an amplitude-modulated (parametric)
regressor was used that contained the onset times
(from the onset of each run) of each fixation and the
duration of that fixation. A binary regressor coding
the onset times of each fixation was also included in
the regression model. There are multiple fixations
within each TR. We take advantage of the fact that the
timings of the fixations within each TR vary from TR to
TR. This variation, combined with the large number of
TRs, provides enough power to extract information
from the low temporal resolution fMRI data based on
the high-temporal resolution eye-tracking data. The
ideal hemodynamic response resulting from this regres-
sor was subsampled to match the time resolution of EPI
images.

The individual statistical maps and the anatomical
scans were projected into standard stereotaxic space
(Talairach & Tournoux, 1988) and smoothed with a
Gaussian filter of 5 mm FWHM. In a random effects anal-
ysis, group maps were created by comparing activations
against a constant value of 0. The group maps were
thresholded at voxelwise p< .01 and corrected for multiple
comparisons by removing clusters with below-threshold
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size to achieve a mapwise corrected α < 0.05. Using
the 3dClustSim program with 10,000 iterations, the
cluster threshold was determined through Monte Carlo
simulations that estimate the chance probability of
spatially contiguous voxels exceeding the voxelwise
p threshold, that is, of false-positive noise clusters.
The smoothness of the data was estimated with the
AFNI program 3dFWHMx using regression residuals as
input. The analysis was restricted to a mask that excluded
areas outside the brain, as well as deep white matter areas
and the ventricles.

FIRE fMRI Analysis

The eye movement data were analyzed offline to identify
fixations and saccades using DataViewer (SR Research
Ltd., version 1.11.1). All fixations meeting the following
criteria were included in the analyses: A fixation could
not be immediately preceded or followed by a blink,
had to have a duration between 50 and 1500 msec, and
could not follow a saccade greater than 14°. A total of
16.8% of fixations were excluded by these criteria (14%
due to track losses and blinks). The fMRI and eye-
tracking data were synchronized so that fixation onset
from the eye-tracker could be aligned with the fMRI data.
This was accomplished by aligning the onset of the trial
run with the onset of the functional scan. Times of exper-
iment onset, block onsets, and fixation onsets were saved
in the eye movement record by the Experiment Builder
program controlling the experiment. In addition, both
the scanner time and eye-tracker time were recorded
via a dedicated TCP/IP port to a separate data logger.
This made it possible to coregister eye movement and
fMRI events.

RESULTS

Participants produced 20,527 fixations that met the inclu-
sion criteria. Eye movement characteristics were similar
to those typically observed in scene viewing studies out-
side the scanner (Henderson, 2011, 2013). Mean fixation
duration was 290 msec (SD = 155 msec), and mean sac-
cade amplitude was 2.73° (SD= 2.18°). Figure 2 shows an
example scan pattern of one participant viewing one
scene, and Figure 3 shows the distribution of all included
fixation durations.
The FIRE fMRI analysis produced activation correlated

with fixation onset (Table 1 and Figure 4) and with fixa-
tion duration (Table 2 and Figure 5). The onset results
demonstrate general increased activation in visual, atten-
tional, and eye movement networks in occipital, tempo-
ral, parietal, and frontal areas, as expected. Specifically,
there was bilateral occipital activation extending ventrally
to lingual (LING), fusiform, and parahippocampal gyri
(PHG) and to the hippocampus. Activation extended
dorsally to right precuneus and parieto-occipital sulcus,
bilateral superior parietal gyrus, intraparietal sulcus, post-
central sulcus, and right postcentral gyrus. Frontal activa-
tion was seen in left precentral sulcus, right precentral
gyrus, left orbital gyrus, bilateral middle frontal gyrus
including the FEFs, and bilateral superior frontal gyrus
(SFG) including the supplementary eye field. Subcortical
activation was observed in bilateral diencephalon, puta-
men, caudate, superior colliculus, and cerebellum.
Of primary theoretical interest was activation correlated

with the durations of fixations (Figure 5). Activation was

Figure 2. Example scan pattern of one participant viewing one scene
during the experiment. Purple lines represent saccades and circles
represent fixations, with size of circles representing fixation durations.
Fixation durations (in msec) are also shown. Yellow lines represent
blinks.

Figure 3. Histogram showing the fixation duration distribution in the
experiment collapsed over participants and scene images for all
fixations included in the analyses.
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positively correlated with fixation duration in bilateral
occipital pole, middle occipital gyrus, cuneus, LING, right
dorsolateral pFC (DLPFC), and right middle frontal gyrus.
Activation was negatively correlated with fixation duration
in right hippocampus, PHG, and paracentral lobule. Addi-
tional negatively correlated activation was observed in bi-
lateral cerebellum and right amygdala.

DISCUSSION

Prior behavioral and computational research has provided
strong evidence for direct control of fixation duration
during scene viewing. Fixation duration increases in real

time when perceptual and cognitive processing is more
difficult and decreases when these processes are easier.
Yet the neural correlates of the direct control of eye move-
ments during scene viewing have not been investigated.
In this study, we coregistered eye tracking and fMRI to
investigate the neurocognitive systems associated with
fixation duration in scene viewing. We simultaneously re-
corded and coregistered high-resolution eye movements
and fMRI while participants viewed digitized photographs
of real-world scenes. We then used FIRE analysis of the
fMRI data to identify neural activation associated with the
duration of fixation.

Our main theoretical question concerned the relation-
ship between neural activation and fixation duration.

Table 1. Activation Associated with Fixation Onset

Fixation Onset

Volume Mean Max x y z Cluster Coverage

259578 4.38 8.612 28 −34 −9 R parahippocampal gyrus, R hippocampus, R lingual gyrus, R fusiform gyrus

8.338 −34 −88 8 L middle occipital gyrus, L occipital pole

8.22 −19 −25 0 L ventral diencephalon, L superior colliculus, L putamen

7.982 31 −88 5 R middle occipital gyrus, R occipital pole

7.898 −28 −49 −12 L fusiform gyrus, L parahippocampal gyrus, L hippocampus, L lingual gyrus

7.668 −13 −82 −12 L lateral occipital gyrus

7.265 −10 −58 2 L lingual gyrus

7.047 −22 −73 41 L superior parietal gyrus, L intraparietal sulcus

7.027 19 −55 14 R precuneus, R parieto-occipital sulcus

6.552 22 −70 47 R superior parietal gyrus, R intraparietal sulcus

5.882 31 −7 −3 R putamen, R ventral diencephalon, R superior colliculus

5.035 −19 −34 −36 L cerebellum

4.873 22 −31 −36 R cerebellum

4.452 13 4 14 R/L caudate

3.98 −37 −43 47 L postcentral sulcus, L superior parietal gyrus

9612 3.18 4.756 55 22 29 R middle frontal gyrus, R precentral gyrus

4.074 61 −7 29 R postcentral gyrus

7209 3.6 5.191 −28 −4 50 L medial frontal eye field

6696 3.22 5.095 −43 7 32 L precentral sulcus

4320 3.31 4.798 −1 4 59 Supplementary eye field, R/L superior frontal gyrus

3429 3.42 4.809 25 −1 53 R medial frontal eye field

2700 3.27 4.163 37 −34 41 R postcentral sulcus

1512 3.5 5.559 −43 43 0 L orbital gyrus

972 3.36 4.513 13 −40 −39 R cerebellum

Brain regions with activation associated with fixation onset during scene viewing. Locations of peak activation are shown for each cluster with sig-
nificant activity ( p < .01 corrected for multiple comparisons). Multiple peaks required separation by a minimum of 25 voxels. The volume of the
cluster (μl), peak z score, Talairach coordinates, and anatomical structures are shown. L = left hemisphere; R = right hemisphere.
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Correlations were observed in several cortical regions.
First, positive correlations were seen in early visual areas
and in frontal areas. The positive correlation in visual
areas (bilateral occipital pole, middle occipital gyrus,
cuneus, and LING) is consistent with the well-described
relationship between increased fixation duration and
greater levels of visual processing (Henderson, 2011;

Rayner, 2009). This general relationship is observed
across a range of tasks including scene viewing, reading,
and visual search. As noted in the Introduction, effects of
visual encoding difficulty on fixation duration during
scene viewing are also observed in real time, with manip-
ulations that remove or degrade the image producing
immediate fixation duration effects. The present results

Figure 4. Areas of activation
in a whole-brain analysis
significantly correlated with
fixation onset during scene
viewing. The maps are displayed
using Caret (Van Essen et al.,
2001) on an inflated cortical
surface of a representative
participant, with gyri shown
as light gray and sulci shown
as dark gray. Hot regions
show positive correlation,
and cool regions show negative
correlation (threshold p < .01
corrected for multiple
comparisons).

Table 2. Activation Associated with Fixation Duration

Fixation Duration

Volume Mean Max x y z

Positive Correlation

12582 3.17 4.688 −16 −97 2 L/R occipital pole, L/R middle occipital gyrus, L/R cuneus, L/R lingual gyrus

2214 3.01 3.966 28 55 23 R middle frontal gyrus/sulcus, R dorsolateral prefrontal cortex

Negative Correlation

1647 −2.93 −4.242 10 −28 −33 Brain stem, R cerebellum

−3.959 −4 −46 −42 L cerebellum

1431 −2.99 −3.834 25 −22 −12 R hippocampus, R parahippocampal gyrus, R amygdala

918 −2.88 −3.887 −4 −31 44 L/R paracentral lobule

Brain regions with activation correlated with fixation duration during scene viewing. Locations of peak activation are shown for each cluster with
significant activity ( p < .01 corrected for multiple comparisons). Multiple peaks required separation by a minimum of 25 voxels. The volume of the
cluster (μl), peak z score, Talairach coordinates, and anatomical structures are shown. L = left hemisphere; R = right hemisphere.
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suggest that this behavioral relationship between visual
encoding and fixation duration is reflected in increased
activation in visual areas, with increased activation associ-
ated with longer durations. This result is also consistent
with the recent finding that fixation duration during read-
ing is associated with the structure of early visual cortex
(Henderson, Choi, & Luke, 2014).
Positive correlation between fixation duration and

neural activity was also observed in right DLPFC, a region
typically associated with working memory and executive
functions such as task-switching and inhibition. Activa-
tion of right DLPFC is also often observed during oculo-
motor control tasks that require inhibiting and modifying
saccade programs (Pierrot-Deseilligny, Müri, Nyffeler, &
Milea, 2005; Munoz & Everling, 2004; Pierrot-Deseilligny,
Milea, & Müri, 2004). Increased activation of DLPFC asso-
ciated with increased fixation duration is consistent with
real-time control of fixation duration during scene view-
ing based on executive and inhibitory processes associated
with monitoring ongoing visual and cognitive processing
difficulty.
In contrast to the positive correlations with visual and

prefrontal activation, negative correlations were observed
in regions typically associated with higher-level visual
scene processing and encoding, including PHG and the
hippocampus. It is well known that the hippocampus
plays a role in spatial processing (Burgess, Maguire, &
O’Keefe, 2002; O’Keefe & Nadel, 1978). There is also a
large body of evidence suggesting that PHG is associated
with computations that support high-level visual scene
analysis and encoding (Staresina et al., 2011; Henderson
et al., 2007; Epstein & Kanwisher, 1998; Grady et al.,
1998; Gabrieli et al., 1997). Perhaps more controversial
is the hypothesis that the hippocampus plays a direct
role in visual scene processing (Graham, Barense, &
Lee, 2010), with evidence suggesting that it may be in-
volved in visual analysis particularly when complex con-
junctions and relational visual information are encoded

(Aly, Ranganath, & Yonelinas, 2013; Lee, Yeung, & Barense,
2012).

The present results suggest that the known pairwise
relationships between scene analysis and fixation dura-
tion, and scene analysis and PHG/hippocampal activation
extend to fixation duration and PHG/hippocampal activa-
tion. Although we cannot draw causal inferences from
the present data, it is tempting to speculate that less
scene-associated activation was associated with poorer
scene encoding, leading to a signal to delay saccade pro-
gramming and extend the current fixation as a way to
boost encoding. Note that this general scheme is generic
to computational models that account for fixation dura-
tions in other domains like reading. For example, E–Z
Reader posits that reduced activation in lexical process-
ing (the L1 module in the model) results in a delay in
the initiation of saccade programming and therefore to
increased fixation duration (Reichle, Pollatsek, & Rayner,
2006; Reichle et al., 1998).

An alternative account for the negative correlation be-
tween fixation duration and activation in medial-temporal
structures is that this activation reflected the operation of
the default mode network (Buckner, Andrews-Hanna, &
Schacter, 2008; Mason et al., 2007; Raichle & Snyder,
2007; Raichle et al., 2001). On this explanation, increased
fixation durations and the associated increases in visual
and attentional processes caused decreased activity in
the default mode. Although we cannot rule out this pos-
sibility, it is interesting to note that other regions associ-
ated with the default mode network did not produce
negatively correlated activation. Also, in a related study
in which we examined fMRI activation correlated with
fixation duration in natural reading, we did not observe
negatively correlated activation in medial-temporal struc-
tures, although we did observe positive correlations in
occipital areas similar to this study. In light of these con-
siderations, it seems more parsimonious to suppose that
the medial-temporal activation negatively correlated with

Figure 5. Areas of activation
in a whole-brain analysis
significantly correlated with
fixation duration during scene
viewing. Hot regions show
positive correlation, and
cool regions show negative
correlation (alpha < .01
FWE corrected).
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fixation duration observed here was associated with
scene-specific computations.

Finally, the negative correlations between activation
and fixation duration in bilateral medial SFG and para-
central lobule is generally consistent with Hillen and
colleagues, who observed SFG activation in an analysis
of a common gaze control network for reading and
several pseudoreading tasks (Hillen et al., 2013). Medial
SFG is also associated with motor task-switching and
response inhibition, and switching between action plans
(Rushworth, Buckley, Behrens, Walton, & Bannerman,
2007; Taylor, Nobre, & Rushworth, 2007). These pro-
cesses are likely to be involved in the type of sequential
eye movement control that is needed during real-world
scene viewing, consistent with the CRISP model in
which saccade programs can be modified and even can-
celled based on real-time scene interpretation (Nuthmann
et al., 2010).

The overall pattern of results can be accommodated by
an account that is consistent with CRISP: Fixations in
which scene analysis and encoding are more difficult
are associated with less higher-level scene interpretation
and memory encoding (less activation) and require greater
involvement of executive and inhibitory functions to con-
trol fixation durations (greater activation), which increases
fixation duration and therefore increases visual encoding
(greater activation). In the vocabulary of CRISP, increased
difficulty in scene analysis generates inhibitory control
signals that feed back to reduce the accumulation rate of
the random walk timer and inhibit completed saccade
programs, which increases fixation duration and therefore
visual encoding time within that fixation. This interpreta-
tion is clearly underconstrained by the present data, but
it is consistent with the large body of existing behavioral
evidence, an existing computational theory designed to
account for those data, and the current pattern of imaging
data.

In summary, eye-tracking research has demonstrated
that much of the variability in fixation duration during
active scene viewing is accounted for by attentional, per-
ceptual, and cognitive processes associated with the
scene (Henderson, 2011; Rayner, 2009; Henderson
et al., 1999). We have demonstrated that fixation duration
during scene viewing correlates with activity in cortical
structures associated with attention and with scene anal-
ysis and encoding. These results support the view that
fixation duration in scene perception reflects underlying
real-time scene processing, consistent with the assump-
tions of current computational models of active vision
for scene perception such as CRISP (Nuthmann et al.,
2010). The results also demonstrate that FIRE fMRI can
provide a unique source of converging evidence con-
straining theories of active scene viewing and for ground-
ing these theories in neurobiology. This study sets the
stage for using FIRE fMRI to investigate other topics
related to the neurocognition of natural scene viewing
as well as active vision tasks more generally.
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